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Abstract

The spin ice systems Ho2Ti2O7 and Dy2Ti2O7 are believed to demonstrate an

emergent U (1) gauge structure resembling a gas of magnetic monopoles connected

by Dirac strings. I review the evidence for the existence of such a `Coulomb phase'

and apply di�erent models in search of an incontrovertible demonstration of the

e�ect. In related work I use the models developed for spin ices in order to charac-

terize a ring of scattering which has been observed recently in neutron scattering

experiments on the spin glass Y2Mo2O7. I demonstrate that the nearest neigh-

bour model is insu�cient to explain this phenomenon, and propose extensions

which could bring the theory in line with experiment.

Contents

1 Introduction 2

1.1 Magnetic Monopoles . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Geometric Frustration . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 The Pyrochlore Lattice . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4 Outline of Report . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Methods 7

2.1 Coarse-grained Polarization Field . . . . . . . . . . . . . . . . . . . . . 7

2.2 Large N Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.3 Ewald Summation of the Dipolar Hamiltonian . . . . . . . . . . . . . . 12

2.4 Mean Field Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3 Results and Discussion 17

3.1 The Ising Systems Dy2Ti2O7 and Ho2Ti2O7 . . . . . . . . . . . . . . . 17

3.1.1 The Nearest-Neighbour Model . . . . . . . . . . . . . . . . . . . 17

3.1.2 Including Dipolar E�ects . . . . . . . . . . . . . . . . . . . . . . 18

3.1.3 Pinch-Point Temperature Dependence . . . . . . . . . . . . . . 20

1



3.1.4 Spin Flip and Non-Spin Flip Scattering . . . . . . . . . . . . . . 22

3.2 The Heisenberg System Y2Mo2O7 . . . . . . . . . . . . . . . . . . . . . 23

3.2.1 Next-Nearest Neighbour Terms . . . . . . . . . . . . . . . . . . 24

3.2.2 Analytic Solution . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4 Conclusions and Further Work 27

5 Acknowledgments 29

A Lattice De�nitions 30

B Interaction Matrices 30

1 Introduction

1.1 Magnetic Monopoles

The quantum theory of magnetic monopoles was �rst elucidated in 1931 by Paul

Dirac[1], who demonstrated that the presence of even a single such entity in the universe

would lead to the quantization of all electric charge. Gauge invariance in the presence

of magnetic monopoles is assured by having every monopole connected to a partner

of opposite magnetic charge by a gauge dependent (and hence unobservable) string of

magnetic �ux along a nodal line in the monopole wavefunction. This nodal line is now

known as a `Dirac string'. Experimental tests for the existence of magnetic monopoles

in free space have so far given negative or ambiguous results[2].

a)

b)

c)

Figure 1: A demonstration of emergent monopoles in a lattice: (a) a chain of aligned
bar magnets. (b) Flipping a magnet in the chain leads to a separated source and sink
in the magnetization M and magnetic �eld H. (c) Flipping further magnets separates
the source and sink, leading to an e�ective `isolated' north pole to the left and south
pole to the right. The chain of �ipped magnets between these emergent monopoles
is the classical analogue of the Dirac string. In dimensions other than 1 there is no
unique choice of Dirac string (see Figure 2). This �gure follows reference [3].

In a crystal lattice the story is di�erent. As an illustration, consider a 1-D chain of
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bar magnets end-to-end. If the magnets are allowed to orient themselves the sequence

of poles will be alternating north to south, as is shown in Figure 1 (a). The magnetic

�eld intensity B, magnetization M, and magnetic �eld H, all form divergence free �elds

along the length of the chain. If we �ip a magnet in the middle of the chain, at some

�nite energy cost, the situation changes. Although the condition ∇ · B = 0 is still

ful�lled, we now have a divergence in M and H, such that ∇ ·M = −∇ ·H 6= 0. We

have a separated source and sink of both M and H. If we �ip a neighbouring magnet,

the divergence shifts along the chain. With analogy to Dirac's proposed particles, we

call the source of H (sink of M) a `magnetic monopole', and the sink of H (source of

M) an `anti-monopole'. This situation is shown in Figures 1 (b), (c).

This situation is observed in some rare earth titanates (Section 1.3), where spins

replace the bar magnets of the above analogy. If the spins have only nearest neighbour

interactions, the resulting monopoles are freely di�using, requiring no energy to move

once they are created. In general it will be necessary to take into account the long-

ranged dipolar interactions between spins, in which case the emergent particles gain a

Coulomb's law interaction energy of the form

U (x) =
g1g2
|x|

(1)

with gi the magnetic charge of each particle [4]. This situation is termed the `Coulomb

phase' [5, 6]. The magnetic monopoles are charged under a U (1) gauge symmetry, just

as electrons in the standard model [7]. For this reason authors sometimes refer to the

Coulomb phase as having an `emergent U (1) gauge symmetry' [6, 8, 9].

Separating the emergent particles leaves a chain of �ipped spins between the iso-

lated poles. This is a classical analogue to the Dirac string. At �nite temperatures,

in dimensions greater than one, it becomes ambiguous as to what path the string fol-

lows, providing an analogue to the unobservability of the quantum case. For a given

distribution of monopoles, the string can �uctuate at zero energy cost [10]. As the

system's temperature lowers we regain some measure of the string's location, and when

the surrounding lattice is completely ordered it is possible to identify the path of �ipped

magnets. These situations are shown in Figure 2.

1.2 Geometric Frustration

The third law of thermodynamics states that the entropy of an in�nite perfect crystal,

with a nondegenerate ground state, tends to zero as the temperature tends to abso-

lute zero. An example of this is an Ising ferromagnet on an in�nitely large simple

cubic lattice. As we reduce the temperature of the crystal to zero, the spins drop into

their minimum energy con�guration, lining up in a spontaneously chosen direction. The
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Figure 2: A 2D lattice of magnets. The ground state would have two north poles
and two south poles at each vertex. In both cases here we are in an excited state, with
violations of the 2-in 2-out rule (emergent monopoles). (a) With a disordered lattice,
i.e. �nite temperature, it is ambiguous as to where the line of reversed magnets lies.
(b) In an otherwise ordered lattice the line of reversed magnets becomes well de�ned.

macroscopic observables, such as the energy or magnetization (the macrostate) are con-

sistent with only one con�guration of spins in the crystal (the microstate). Boltzmann's

expression for the entropy of a macrostate is, in natural units,

S = ln (Ω) , (2)

where Ω is the number of microstates consistent with that macrostate. In this case

Ω = 1 and so S = 0 1.

In geometrically frustrated systems it is not possible to satisfy the minimum energy

constraint of every spin simultaneously. Minimizing one spin's energy would force its

neighbours to be in a higher energy state due to the geometry of the crystal. As a

result, a compromise has to be made.

One of the earliest known examples of geometric frustration comes from a very well

known crystal, solid H2O. The common Ih phase of ice forms a structure in which the

oxygen atoms occupy a diamond lattice and the hydrogen atoms sit along the nearest

neighbour bond directions [6]. This leaves each oxygen with 4 neighbouring oxygens

de�ning a tetrahedron, and a hydrogen along each of these bonds. The situation is

shown in Figure 3. Which oxygen each hydrogen sits closest to was not clear until

Pauling [11], in 1935, demonstrated that the choice is made arbitrarily across the crystal,

with the constraint that each oxygen has two close-in hydrogens and two further away

hydrogens. This constraint is one of two `Bernal-Fowler ice rules', with the other rule

being that all hydrogens are restricted to oxygen nearest neighbour bonds [12].

The arbitrary choice of hydrogen positioning, bearing in mind the ice rules, leads to

1There are some subtleties here. In a �nite system the boundary term leads to a nonzero overlap

of the `all up' spin con�guration's wavefunction with the `all down' wavefunction. These states are

degenerate in energy, so the ground state entropy of the �nite system is actually S = ln (2). For a

truly in�nite system the boundary term vanishes, and the wavefunction overlap and entropy reduce to

zero.

4



Figure 3: A section of the ice Ih structure, with oxygen atoms in red and hydrogen
atoms in blue. Solid lines indicate covalent bonds (with an H2O molecule in the centre
of the tetrahedron), and dashed lines indicate hydrogen bonds. This tetrahedron can
be seen to be obeying the Bernal-Fowler ice rule (2-in 2-out) at the central vertex; see
Section 1.2.

a heavily disordered lattice even in the ground state. Unlike the case of the ferromagnet

on a simple cubic lattice, the same macrostate can now be described by a huge number

of microstates. This leads to a `ground state entropy'. Based on ice's crystal structure,

Pauling calculated the entropy per hydrogen atom to be

Sice (T = 0) =
1

2
ln

(
3

2

)
. (3)

The entropy in the ground state scales with the size of the crystal, and is thus macro-

scopic. Note that a nonzero ground state entropy does not constitute a violation of

the third law of thermodynamics when that law is stated fully as at the start of this

section. The ground state entropy of ice is now well established [13, 14].

1.3 The Pyrochlore Lattice

The compounds dysprosium titanate, Dy2Ti2O7, holmium titanate, Ho2Ti2O7, and

yttrium molybdenate, Y2Mo2O7, have a non-Bravais lattice structure. The magnetic

ions (Dy3+, Ho3+, and Mo4+ respectively) occupy the sites of a pyrochlore lattice,

space group Fd3m, which can be thought of as a diamond lattice with a tetrahedron of

lattice sites centred on (and in place of) each diamond site [15]. The pyrochlore sites

sit exactly half way along each diamond bond. Equivalently, the pyrochlore lattice can

be thought of as a face centred cubic lattice with a tetrahedron of sites at each FCC

location. The conventional unit cell is pictured in Figure 4 (a). For lattice de�nitions

used in this report, see Appendix A.

Hund's rules for magnetic ions [16] work well in the case of the compounds of inter-

est here. The spin con�gurations of the titanates are found to be 6H15/2 for Dy3+ and
5I8 for Ho3+, from which we would expect a degeneracy of 16 or 17, respectively. This
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degeneracy is lifted by a crystal �eld splitting [16] of order 2−300K [17], which is huge

compared to the spin interaction energies which are of order 1K (see Section 2.3). This

splitting leads to an insurmountable barrier between the ground state doublet and the

�rst excited state. What this means for our system is that the Dy3+ and Ho3+ magnetic

moments are almost perfect Ising spins at low temperatures (. 15K). The spins are

aligned or anti-aligned along the nearest neighbour bonds of the diamond lattice. These

Ising spins have a ferromagnetic (FM) nearest neighbour coupling [18]. Neighbouring

bonds on the diamond lattice have a negative inner product zα · zβ = −1
3

(α 6= β),

which means the FM coupling attempts to anti-align neighbouring spins. This con-

straint cannot be satis�ed by all members of a tetrahedron, and the result is geometric

frustration in exact analogy with ice. Consequently we term these crystals `spin ice'.

The equivalent of the Bernal-Fowler ice rules lead to a ground state in which each

tetrahedron has two spins pointing in and two pointing out, giving a sixfold degeneracy

per tetrahedron. This situation is pictured in Figure 4 (b). Violations of the ice rules

take the form of 3-in 1-out or 1-in 3-out tetrahedra. As in Section 1.1 we refer to these

defects as magnetic monopoles.

The case of Y2Mo2O7 is di�erent to that of the titanates considered above. Hund's

rules give a spin con�guration of 3F2 for Mo4+, and in this case the crystal �eld is

zero to a �rst approximation [19]. This means that the spins are no longer constrained

to the ground state doublet, and are not Ising-like. In fact, they are now well de-

scribed by Heisenberg spins, with full rotational freedom in all three directions. Not

being constrained to the ice rules, Y2Mo2O7 is not a spin ice system. Instead, at low

temperatures, it has been observed that the material's dynamics become non-ergodic,

meaning that the system is unable to explore the full space of possible con�gurations.

This `freezing' of the material is similar to the behaviour of glass at room temperature.

In analogy, we refer to Y2Mo2O7 as a `spin glass' [15, 20].

1.4 Outline of Report

In Section 2 I will consider some theoretical models for spin ice and spin glass systems.

I will demonstrate the equivalence of these models in di�erent regimes. In Section 3 I

detail the original work of this report, which comprises two main studies: in Section 3.1

I look for evidence of the Coulomb phase of spin ices; in Section 3.2 I apply the same

techniques to a spin glass system, in an attempt to reproduce some strange experimental

results. In Section 4 I will summarize my work and give suggestions for possible future

enquiries.
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a)

Figure 4: (a) The conventional unit cell for the pyrochlore lattice. The blue ions
occupy a face centred cubic lattice; each combines with three other ions to form a
tetrahedral motif. Right-way-up tetrahedron bonds are marked in bold, with upside-
down tetrahedron bonds thin lines. Colours label sublattice sites for convenience, but
all the ions pictured are identical. (b) A single tetrahedron of the pyrochlore lattice
(dashed) with Ising spins along the local 〈111〉 directions. The solid lines indicate the
diamond lattice. The Bernal-Fowler ice rules (2-in 2-out) can be seen to be obeyed.

2 Methods

2.1 Coarse-grained Polarization Field

The simplest model for spin ices, and the �rst to be studied historically, is the nearest

neighbour model. The Hamiltonian is

H = −J1
∑
〈i j 〉

si · sj (4)

with J1 the nearest neighbour coupling, and si the spin at site i. The sum is over all

nearest neighbour pairs, and I will adopt the convention that ferromagnetic interactions

are positive (hence the negative sign). This section follows the work of C. L. Henley

[18], and related earlier work on ferroelectrics [21], in obtaining correlation functions in

the low temperature limit.

First we de�ne the polarization of a tetrahedron located at FCC site Rα to be

P (Rα) = tβ (Rα) zβ (5)

where tβ (Rα) is the Ising spin (±1) along the zβ direction of the tetrahedron located

at Rα, and Einstein summation notation is assumed. Lattice conventions used in this

report are given in Appendix A. I adopt the convention that Greek indices run from

one to four, and Latin indices run from one to three (occasionally Latin indices may

run over the entire lattice, in which case this should be apparent). The next step is to

coarse grain the polarization so that it can be considered a smoothly varying function

across the crystal. The ice rules now take the form
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∇ ·P (x) = 0 (6)

with x = (x, y, z) the position in the crystal. The Helmholtz free energy, in the saddle-

point approximation, now takes the following form [18]:

F [P] =
T κ

2Vcell

ˆ
d3x|P (x) |2 (7)

where T = 1/β is the temperature, Vcell is the volume of the primitive unit cell, and κ is

a dimensionless parameter which measures the sti�ness of the lattice. From Equations

6 and 7 it follows that, in the limit T → 0 , Gaussian averages are weighted by the

probability distribution

Prob [P (x)] ∝ exp (−βF [P])
∏
x

δ3 (∇ ·P (x)) . (8)

Ice rules are rigidly enforced by the product of delta functions, so this distribution is

strictly only valid in the ground state manifold.

Obtaining the real space correlation function 〈Pi (0)Pj (x)〉 is now relatively simple.

Fourier transforming Equation 7 gives

F̃ [P] =
κ

2

∑
k

|P (k) |2. (9)

I will use the convention in this report of writing reciprocal space vectors in units of

2π when given explicitly, with k = 2π (h k l ). I will also adopt standard crystallo-

graphic notation. Applying the equipartition theorem would suggest that we now have

〈Pi (−k)Pj (k)〉 = δij/κ. However, Equation 6 requires that the longitudinal compo-

nent of the �eld be projected out, since in Fourier space we now have the constraint

k ·P (k) = 0. (10)

Projecting out the longitudinal component gives the result

〈Pi (−k)Pj (k)〉 =
1

κ

(
δij −

kikj
|k|2

)
(11)

and Fourier transforming back to real space gives the two-point correlation function:

〈Pi (0)Pj (x)〉 =
4π

κ

(
δ3 (x) +

1

x3

(
δij −

3xixj
|x|2

))
. (12)

The result is remarkable. Spin ices demonstrate algebraic correlations (1/|x|3) with-
out being in a critical state. This leads to long range order across the crystal. It was
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believed for a long time that the ice rules were the cause of these correlations, but this

is not the full story. In fact, algebraic correlations also arise from dipolar interactions

between spins. I consider these interactions in Section 2.3. That the nearest neighbour

model is reproducing a result from the full dipolar model is another remarkable feature

of the theory. The link comes from the fact that the projector enforcing the ice rules

(the term in parentheses in Equation 11) takes the same form as a dipolar interaction

term. As a consequence, the ground states of the nearest neighbour and dipolar models

are identical - a situation known as `projective equivalence' [22].

2.2 Large N Model

The Ising spins of spin ices have a discrete symmetry group Z2, which is isomorphic

to the group O (1). The Heisenberg spins of spin glasses have continuous symmetry

group O (3). The idea of a large N expansion is to consider higher dimensional spins

with symmetry group O (N). In the limit N → ∞, the corresponding Hamiltonian is

exactly solvable [23]. In general, an expansion in 1/N is then made about 1/N = 0. In

the systems of interest here, the zeroth order result is su�cient. This section follows

C. L. Henley [18], and the generalization to higher temperature made by P. H. Conlon

and J. T. Chalker [24, 25] and S. Isakov [26].

First, some comments on the validity of the large N approach. Although the results

are strictly only valid for spins with an in�nite number of components, they are found

to be in good agreement with Monte Carlo simulations of the Heisenberg system N = 3

[24]. As noted by Isakov and others, large N becomes non-analytic at N = 2. The

problem is the breakdown of the orthogonal group O (N) from continuous to discrete

as N lowers to 1. As an added subtlety the N = 2 case collapses to an N = 1 state due

to thermal �uctuations, in a process known as order by disorder [26]. For this reason,

large N would be expected to fail for Ising spins, N = 1. In fact it works well, as

evidenced by Monte Carlo simulations [26]. This fact remains to be explained.

Proceeding from Section 2.1, we begin by allowing the spins tα to take any real

value (no longer ±1). I will switch to Dirac notation by de�ning the inner product

〈t|t〉 =
∑4

α=1 t
2
α . In this case, the probability distribution of spins can now written as

follows:

Prob [|t〉] ∝ exp (−λ 〈t|t〉 /2) exp (−βH [|t〉]) . (13)

The ice rules are no longer rigidly enforced, but excitations are restricted by the factor

exp (−βH). The Lagrange multiplier λ = 2 ensures that in the ground state manifold

〈t|t〉 = 1, i.e. the average spin length is still 1 at each site.

The aim of this section is to �nd the correlation function
〈
t̃α (k) |t̃β (k)

〉
between Fourier
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transformed spins. This function leads to the structure factor of the crystal, and hence

the neutron scattering intensity which can be compared with experiment.

De�ning the 4× 2 matrices

E (k)mα = exp

(
(−1)m

i

2
k · zα

)
(14)

we can write the Fourier transformed Hamiltonian as

H̃ = −1

2
J1〈t̃|EE†|t̃〉 (15)

where EE† is now a 4× 4 matrix. Substituting into the Fourier transform of Equation

13 leads to

Prob
[
|t̃〉
]
∝ exp

(
−1

2

〈
t̃|Ω|t̃

〉)
(16)

with

Ω = λ14 − βEE†. (17)

Finally, by carrying out the standard Gaussian functional integral, we obtain the Fourier

transformed two-point correlation function

〈t̃α (−k) |t̃β (k)〉 =
[
Ω−1

]
αβ
. (18)

Adding in next nearest neighbour terms is also possible. From a di�erent line

of reasoning, Conlon and Chalker arrive at Equation 18 with EE† replaced by the

`interaction matrix'
∑

n JnV
(n) (k). The interaction matrices V (n) (k) are found by

Fourier transforming the nth nearest neighbour structure and adding multiples of the

identity. The process and resulting matrices are given in Appendix B. In order to move

away from the ground state manifold, a self-consistency equation is required to maintain

the normalization 〈s|s〉 = 1. The equation is as follows [24, 25]:

1 =
1

4N

∑
k∈BZ

Tr

[
λ14 − β

∑
n

JnV
(n) (k)

]−1
(19)

where the number of sites in the whole crystal is 4N . The value of the Lagrange

multiplier λ is determined numerically from this condition. In the case of Heisenberg

spins, the left hand side is replaced by the length of each spin component, i.e. 1/3.

The value of λ is shown in Figure 5 for the case of Heisenberg spins, for a range of

temperatures T/J1 with J3/J1 = ±0.01, 0.0 and all other Jn>1 = 0. This can be

compared to Figure 2 of [24].
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Figure 5: The value of the Lagrange multiplier λ against temperature T/J1 for the
cases J3/J1 = 0.01 (black, solid), J3/J1 = 0.00 (red, dashed), and J3/J1 = −0.01
(blue, dot-dashed). All other Jn>1 = 0. The values were found numerically from
Equation 19, and can be compared with the results in Figure 2 of [24].

The modulus square of the structure factor2 is given by the sum of all the elements

of 〈t̃α (−k) |t̃β (k)〉,

|f (k) |2 =
∑
α,β

[
Ω−1 (k)

]
αβ
. (20)

In the case of Heisenberg spins the quantity |f (k) |2 is equal to the neutron scattering

intensity S (k) (up to a constant scale factor) and we are done. In the case of Ising spins

we have to project out the longitudinal spin components in order to get the neutron

scattering intensity. By de�ning the projector

Pij = δij −
kikj
|k|2

(21)

and de�ning for convenience the 3×4 matrixM iα = [zα]i, we have the following formula

for the neutron scattering intensity for spin ices:

S (k) = P ij (k)Miα

[
Ω−1 (k)

]αβ
M †

βj. (22)

2The quantity given here is the squared modulus of the structure factor, |f (k) |2. As the structure

factor f (k) itself is of little interest, I will continue a common practice in the literature and will use

`structure factor' to refer to |f (k) |2 in this report.
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2.3 Ewald Summation of the Dipolar Hamiltonian

To move beyond the nearest neighbour model of the previous sections, it is necessary

to consider the long-range dipolar interactions between spins. Dipole �elds drop o� as

1/|x|3 with distance |x|, which means that sums over dipolar �elds are conditionally

convergent in three dimensional space. Indeed, they are saved from divergence only by

their angular dependence. An ingenious way of converting this conditionally convergent

sum into two rapidly convergent sums was devised by Peter Ewald in 1921 [27]. The

method is applied to pyrochlores by P. Enjalran and M. J. P. Gingras [28, 29], A. G.

Del Maestro [31], and L. D. C. Jaubert [32]. These references provide a step-by-step

guide to the calculation; I will provide a sketch of the derivation here. For simplicity I

will consider the case of Ising spins, but the generalization to Heisenberg spins is given

in the references.

The Hamiltonian including the nearest neighbour term and the dipolar interaction

between spins is as follows:

H = −J1
∑
〈i j〉

(∑
α

tαi z
α
)
·
(∑

β

tβj z
β
)

(23)

+ D
∑
i>j

∑
α>β


(
tαi z

α
)
·
(
tβj z

β
)

|Rij
αβ|3

−
3
(
tαi z

α
)
·
(
Rij
αβ

)(
tβj z

β
)
·
(
Rij
αβ

)
|Rij

αβ|5


where Rij

αβ = Rj −Ri + rβ − rα [33, 34]. Spins have been written along the local 〈111〉
axes: si =

∑
α t

α
i z

α, where tαi = ±1 is the Ising spin on sublattice α at site i, and zα is

the corresponding 〈111〉 direction. The sum over i covers all the FCC sites in the entire

(in�nite) lattice, and the sums over α and β cover sublattice sites. I have left sums

explicit for clarity. The dipolar energy scale D = µ2

4π
, where µ is the magnetic moment

of the magnetic ion, which is ' 10µB in the spin ice systems considered here. For these

systems, the nearest neighbour dipole energy scale, found by truncating the dipole �elds

at the nearest neighbour distance Rnn, is found to be Dnn = 5
3
µ2

4π
1

R3
nn

= +2.35K [30].

The factor of 5
3
comes from the angle between local Ising axes. For comparison, J1 is

−0.52K in holmium titanate and −1.24K in dysprosium titanate [30]. The e�ective

nearest neighbour coupling Jeff = J1+Dnn is therefore positive (FM) for both materials,

leading to geometric frustration.

We would like to Fourier transform the Hamiltonian as before. First, we write the

Hamiltonian as

H = −1

2
〈tα|

∑
i, j

J αβ
ij |tβ〉 (24)
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with

J αβ
(
Rij
αβ

)
= J1z

α · zβδRij ,Rnn −D

(
zα · zβ

|Rij
αβ|3
−

3zα ·
(
Rij
αβ

)
zβ ·

(
Rij
αβ

)
|Rij

αβ|5

)
. (25)

Note that this is the same method as in Section 2.2. Fourier transforming J
(
Rαβ
i j

)
would give the reciprocal space `interaction matrix', taking the place of

∑
n JnV

(n) in

that section.

The dipole term

J αβ
(
Rαβ
i j

)
dipolar

=
zα · zβ

|Rij
αβ|3
−

3zα ·
(
Rij
αβ

)
zβ ·

(
Rij
αβ

)
|Rij

αβ|5

can be rewritten as

J αβ
(
Rαβ
i j

)
dipolar

= − (zα · ∇x)
(
zβ · ∇x

){ 1

|Rij
αβ − x|

}
x=0

(26)

and applying the Fourier transform gives the result

J αβ (k)dipolar = − (zα · ∇x)
(
zβ · ∇x

){∑
i

′ exp
(
−ik ·Rij

αβ

)
|Rij

αβ − x|

}
x=0

(27)

where the sum
∑′

i is over all R
ij
αβ except those where R

j−Ri = 0. It is this sum which

is conditionally convergent, and which the Ewald method treats.

The conditionally convergent sum su�ers from summing long-ranged terms out to

in�nite distance in real space. A sum over reciprocal space would su�er from similar

di�culties. In the Ewald method, the real space sum from zero to in�nity is split into

two parts: a real space sum from zero to some distance α, and a reciprocal space sum

from (real space distances) α to in�nity. Both of these sums are rapidly convergent, as

the long tails are cut o�. The �nal result is this:

J αβ (k)dipolar = Wαβ (k) +Xαβ (k)− 4α3

3
√
π

(28)

with

Wαβ (k) = 4π
∑
G

zα · (k−G) zβ · (k−G)

|k−G|2
exp

(
−G · rαβ

)
exp

(
−|k−G|2

4α2

)
(29)
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Xαβ (k) =
∑
i

′ [S1αβ
(
Rij
αβ

)
− S2αβ

(
Rij
αβ

)]
exp

(
−ik ·Rij

αβ

)
(30)

S1αβ
(
Rij
αβ

)
= zα · zβ

{
2α

√
π|Rij

αβ|2
exp

(
−α2|Rij

αβ|
2
)

+
erfc

(
α|Rij

αβ|
)

|Rij
αβ|3

}
(31)

S2αβ
(
Rij
αβ

)
= zα ·Rij

αβ zβ ·Rij
αβ

{
2α√

π|Rij
αβ |2

(
2α2 + 3

|Rij
αβ |2

)
exp

(
−α2|Rij

αβ|2
)

(32)

+
3erfc

(
α|Rij

αβ|
)

|Rij
αβ|5

}
.

The sum distance α enters the expressions as a convergence parameter. If the (now

rapidly convergent) sums are taken to in�nity the α dependence disappears. In practice,

sums are taken out to around 10 sites in real and reciprocal space, and the result has

a small dependence on α.

2.4 Mean Field Theory

Self-consistent mean �eld theory (MFT) is a very generic method for solving large and

complex systems approximately. The general idea, with speci�c reference to lattice

models, is this: rather than treat the interactions of each lattice degree of freedom

with all the others in the system, we instead treat only a local region. The rest of the

material's contribution is treated as a `mean �eld'. Self-consistency conditions are then

applied in order to maintain physically sensible quantities.

MFT has already entered this report in Section 2.2, which will serve as a good illus-

tration. In that case, rather than treat the interactions of an in�nite number of S = 1

Ising spins we assumed averages could be modeled by a Gaussian distribution - that is,

a mean �eld in which cumulants other than the �rst and second are zero. This required

the spins' lengths and their Ising nature to be disregarded. We maintained physicality

with the Lagrange multiplier λ, which ensured the self-consistency condition 〈s2i 〉 = 1

at each site. The self-consistency equation in that case was Equation 19.

We are now interested in applying MFT to a lattice of long-ranged dipole terms.

This is done explicitly in references [28, 29, 30]. Rather than rederive the work of those

papers, I will instead provide a proof that the MFT found there is equivalent in the

high temperature limit to the large N theory previously discussed.

The result for the neutron di�erential cross section from [28, 29] is:
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dσ

dΩ
= C|fM (K) |2

∑
α

|Fα
⊥ (k) |2

1− βΛα (k)
(33)

with C a constant, and fM (K) the magnetic form factor for the relevant ions. The

scattering vector K = k + G is the position in reciprocal space (position in 1st Bril-

louin zone plus a translation between Brillouin zones). The scattering intensity S (k),

previously discussed, is given in this case by the above expression with the form factor

removed. The 4 three component vectors Fα
⊥ are de�ned by

Fα
⊥ (k) =

4∑
β=1

zβ⊥U
βα (k) exp

(
iG · rβ

)
(34)

with

zβ⊥ = zβ − k · zβ

|k|2
k (35)

and the (Fourier transformed) Hamiltonian has been written in diagonal form

H̃βγ =
[
UΛU †

]
βγ

=
∑
α

UβαΛαU †αγ (36)

with Λα the eigenvalue of eigenvector α, and Λ the 4× 4 matrix of eigenvalues.

I will treat for simplicity the 1st Brillouin zone, setting the phase factors of Equation

34 to one. In this case we can employ Einstein summation notation, writing a 4 × 3

matrix F aα = [Fα]a and recalling the de�nition Maα = [zα]a. Equation 34 can then be

rewritten

F iα
⊥ = P ijMjβU

βα (37)

using the projector of Equation 21. Reference to k dependence is neglected for clarity.

Dropping the form factor, the MFT result of Equation 33 becomes

SMFT =
4∑

α=1

(
P ijMjβU

βα
)† (P ilMlγU

γα
)

1− βΛα
. (38)

In the high temperature (low β) limit, this takes the approximate form

SMFT '
4∑

α=1

(
P ijMjβU

βα
)† (P ilMlγU

γα
)

(1 + βΛα) (39)

or, expanding the parentheses and using that UU † = U †U = 14 (as H̃ is Hermitian),
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SMFT ' (Mjβ)†
(
P ij
)†P ilMlγ

[
14 + βUΛU †

]
βγ
. (40)

Being a projector, P obeys the relations P† = P and P2 = P . Using these relations,

and re-ordering the terms (which is allowed as they are all scalar in the summation

notation), gives the result

SMFT ' P ijMiα

[
14 + βUΛU †

]αβ
M †

βj. (41)

The large N result, Equation 22, can be written in a similar form; we have there

that

SlargeN = P ijMiα

(λ14 − β
∑
n

JnV
(n)

)−1αβM †
βj (42)

where the Lagrange multiplier λ should not be confused with the eigenvalues Λα (k).

The interaction matrices entered by stating that H̃ = −1
2
〈t̃|
∑

n JnV
(n)|t̃〉. Diagonaliz-

ing H̃ and following Section 2.1 leads to the form

SlargeN = P ijMiα

[(
λ14 − βUΛU †

)−1]αβ
M †

βj. (43)

In the high temperature limit, expanding to �rst order in β, this gives

SlargeN ' λ−1P ijMiα

[
14 +

β

λ
UΛU †

]αβ
M †

βj

and the λ−1 in the front can be absorbed into the omitted prefactor, giving the �nal

result:

SlargeN ' P ijMiα

[
14 +

β

λ
UΛU †

]αβ
M †

βj. (44)

In the high temperature limit, the large N MFT (Equation 44) and the MFT of [28]

(Equation 41) are therefore equivalent, with an important caveat. Mean �eld theories

necessarily have a critical temperature built into them, below which the model breaks

down. In the case of Equation 33, this critical temperature occurs when the denominator

becomes negative. This leads to Tc = maxk∈BZ (Λα (k)), i.e. the maximum value of the

maximum eigenvalue across the whole Brillouin zone. The presence of the Lagrange

multiplier in the large N result acts to push Tc to zero. This follows from another

general feature of MFTs: the critical temperature Tc ∼ 1/N , with N the number of

degrees of freedom at each lattice site (in this case the dimension of the spin). As the

large N expansion has N →∞, it has Tc = 0.

16



In this section I have shown that the MFT formula employed in [28, 29] is equivalent

to the large N model of [18, 24, 25] in the high temperature limit. Although I considered

Ising spins here, the generalization of each model to Heisenberg spins does not a�ect this

result. The high temperature limit will be important in Section 3.2 when considering

spin glass dynamics at temperatures of order 200K.

3 Results and Discussion

3.1 The Ising Systems Dy2Ti2O7 and Ho2Ti2O7

The emergent U (1) gauge structure of spin ice is believed to occur at temperatures high

enough that a signi�cant number of tetrahedra violate the ice rules, but low enough that

double defects (4-in 0-out and 4-out 0-in) do not occur. In practice, this temperature

range is around 2 − 6K. We term this regime the Coulomb phase (Section 1.1). At

higher temperatures the system enters a paramagnetic phase.

Experimental evidence for the existence of the Coulomb phase in spin ices exists,

but we are still lacking an undisputed demonstration. Attempts to remedy this take

many approaches. One is to consider the spin ice material to be a `magnetolyte':

a magnetically charge-neutral material which contains equal numbers of positive and

negative magnetic charges [4, 35, 36, 37]. Applying magnetic �elds should separate

bound monopole pairs leading to observable e�ects [38, 39, 40]. Another approach

focuses on neutron scattering data, which show sharp `pinch points' across a range of

temperatures. It is with this approach that I will be concerned in this report.

3.1.1 The Nearest-Neighbour Model

By the method of sections 2.1 and 2.2 I generated Mathematica and FORTRAN codes

to calculate the structure factor and neutron scattering pattern of spin ice. The large

N result allows the calculation to run at any temperature.

The structure factor of spin ice shows features referred to in the literature as `bow

ties' [18, 41], owing to their shapes. At the knots of the bow ties are `pinch points'. At

zero temperature (Figure 6 (a)) the pinch points are singular: the value at those points

depends upon the direction from which they are approached. The neutron scattering

pattern, Figure 6 (b), features similar pinch point singularities. In the �nite temperature

case (Figures 6 (c) and (d)) the pinch points round o� and become nonsingular.

The in�nitely sharp points at T = 0K are of great interest, as they suggest in�nitely

long-ranged interactions in the crystal. It was believed until very recently [42] that

the pinch points in spin ices arose because of the ice rules, which lead to long range

correlations. We now know this is not the whole truth. In fact, the pinch points

17



Figure 6: For the nearest neighbour model: (a),(b) the structure factor and neutron
scattering factor of spin ice for the T = 0 case; (c),(d) the same plots for T =
0.5 J1. All plots are in the (hh l ) plane. In the zero temperature case `pinch point'
singularities occur at (002) and symmetry related locations. At �nite temperatures
the pinch points blur out and become nonsingular. In experiments the pinch points
persist to high temperature, suggesting the dipolar interactions must be taken into
account.

observed in experiment persist to high temperatures (upwards of 10K). In this regime

they must be due to dipolar interactions. Their presence in the nearest neighbour model

at zero temperature is another demonstration of `projective equivalence' (Section 2.1):

the ground states of the two models are identical. In the high temperature regime

the pinch points are not due to the ice rules, but this does not rule out the idea that

there is a crossover at low temperature wherein the ice rules take over and give the

leading contribution to pinch point scattering. Distinguishing the contributions to the

pinch points from the ice rules and from the dipoles is thus of vital importance in

demonstrating the existence of magnetic monopoles in spin ices.

3.1.2 Including Dipolar E�ects

Using the Ewald technique of Section 2.3 I constructed a FORTRAN code to model

dipolar spin ice, including nearest neighbour terms. I took real and reciprocal space

sums to ten unit cells in every direction, and used the large N model to �nd the struc-
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ture factors and neutron scattering patterns. The code was executed on the HYDRA

supercomputing cluster in the University of Waterloo.

Previous studies in dipolar spin ice have used mean �eld theory [28, 29]. In this

report I take a di�erent approach, treating the dipolar term as a small perturbation

to the large N nearest neighbour model. This requires some comment. First, the

dipolar contribution to real spin ices is actually larger than the nearest neighbour

contribution, as mentioned in Section 2.3. Second, the large N model takes the number

of spin components N to in�nity, before approximating �nite values of N such as

N = 1 for Ising spins. To properly include the dipolar term would require taking the

dimension of the dipolar �elds to in�nity in a similar manner. Instead, I will use the

3-dimensional form previously given. Despite these issues the method makes a number

of improvements on the nearest neighbour model, as I will show.

The dipolar structure factor and scattering pattern feature singular pinch points at

all temperatures, in agreement with experiment. Plots are shown in Figure 7. The

other notable di�erence between this model and the nearest neighbour model occurs

in the high temperature limit. As T → ∞ in the dipolar case, the scattering pattern

resembles the low temperature nearest neighbour model. In the same limit the latter

model develops broad lines along the {111} directions, as can be seen in Figure 6 (d).

Figure 7: (a) The structure factor at T = 0.5 | J1| for the dipolar spin ice Hamil-
tonian, with parameters set to those of dysprosium titanate (Equation 23, with
J1 = −1.24K and D = 2.35K). (b) The corresponding neutron scattering pattern.
Note that the temperature is that of Figures 6 (c) and (d), but the pinch points in
this dipolar case remain sharp.

These results demonstrate that the presence of pinch points at high temperatures in

spin ices is due to the dipolar interactions between spins, and not due to the enforcement

of the ice rules on the nearest neighbour model. As such, the presence of such features

in observed scattering is not su�cient to demonstrate the existence of the Coulomb

phase. It may still be the case, however, that properties of the pinch points such as

their temperature dependence may be indicative of the presence of magnetic monopoles.
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Figure 8: (a) The neutron scattering intensity along (hh 2 ) for nearest neighbour
spin ice at T/J1 = 0.5. The half width at half-maximum is found by locating the
minimum around h = 0.5 (Imin), then moving towards h = 0. When the function

I (hh2) − (I(002)+Imin)
2 is minimized the value of h is recorded. (b) The half width

at half-maximum of the pinch point as a function of temperature. A �t to the line
y = 0.32x

1
2 is indistinguishable by eye, with asymptotic standard error 0.01%.

This is the purpose of the next section.

3.1.3 Pinch-Point Temperature Dependence

In the nearest neighbour model, the pinch points at (002) and symmetry related lo-

cations broaden at �nite temperature, and their width (half width at half-maximum,

HWHM) is temperature dependent. It is often stated that the pinch points' widths are

inversely related to real space correlation lengths [18, 26]. This makes intuitive sense,

but no proof has yet appeared. Nevertheless, working with this idea we can consider

the average distance between monopoles ξ to be given by ξ−1 ∼ HWHM.

The width of the pinch points in the nearest neighbour model is straightforward to

measure by taking a cut along (hh 2), for example. The HWHM can then be found

numerically for a range of temperatures. At low temperature I found the large N model

to give a dependence ξ−1 ∝ T 1/2, as is shown in Figure 8. This is in accordance with

the results of [18, 26].

In the dipolar spin ice model the pinch points are in�nitely sharp for all tempera-

tures, and another method is required to �nd the dependence of ξ on T . Two suggestions

were proposed by R. Moessner in private correspondence. The �rst method is to take

a small contour about the pinch point, and to �nd the temperature dependence of the

width of the resulting peak. The second method is to �nd the contrast between the

intensity found by approaching the singularity along di�erent directions. I treat these

methods in turn.

Sticking to the plane (hh l ), I �rst considered the circular contour
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l = 2±
√
w2 − h2 (45)

where w is the radius of the circle traversed, and the path starts at (ww2). Taking the

upper semicircle, with w . 0.5, the scattering intensity S as a function of the distance

along the contour is approximately Lorentzian in form. The lower contour gives an

almost indistinguishable plot. It was hoped that �nding the HWHM of this Lorentzian

as a function of temperature would yield some measure of ξ (T ), the pinch point `width'.

Unfortunately, I found the HWHM to be completely independent of temperature across

the range β J1 ∈ [0.01, 100]. The magnitude of the intensity varies signi�cantly across

this range, but it does this so as to maintain the width of the Lorentzian peak.

To implement the second suggestion, I found the di�erence in intensity tending

towards (0 0 2 ) along (0 0 l ) and (hh 2 ). This gives a measure of the contrast at the

pinch point; that is, how `singular' the singularity is. I found a linear dependence on the

contrast with temperature, over the same temperature range β J1 ∈ [0.01, 100]. If this

were really measuring the width of the pinch point the result would be quite unphysical,

as we know from experiment that this temperature range encompasses the frozen ground

state, the spin ice regime, and the high temperature paramagnetic regime. I suspect

that the contrast is simply not a good measure of pinch point width. Furthermore, the

linear temperature dependence of the contrast which I have found is almost certainly a

relic of the model, rather than a physical result.

Neither of the above methods gave a good measure of the pinch point width's tem-

perature dependence. This is a problem with the large N model itself. At low temper-

ature it would seem sensible for ξ (T ) to take an exponential form

ξ (T ) ∼ exp (2 Jeff/T ) (46)

with Jeff = J1 + Dnn an e�ective coupling taking into account nearest neighbour and

dipolar terms (see Section 2.3). I suggest this form as the low lying excitations consist

of a single spin �ip, requiring energy 2 Jeff , and an Arrhenius law such as Equation

46 is often a good approximation to processes blocked by an activation energy barrier.

This dependence is indeed reproduced by a `cluster variational method' in reference

[43]. Experiments attempting to distinguish the pinch points due to dipolar interactions

from those due to the ice rules could do so by checking for this exponential temperature

dependence on pinch point width.
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Figure 9: The spin �ip (SF) and non-spin �ip (NSF) neutron scattering patterns
for: (a), (b) nearest neighbour spin ice; (c), (d) dipolar spin ice. The nearest neigh-
bour case agrees with previous numerical results ([46] Figures 2 (a), (b)) whereas the
dipolar case agrees with experimental results ([46] Figures 2 (d), (e)). All plots here
are at temperature T = 0.5 | J1|, and so can be compared directly with the unpolar-
ized scattering patterns in my Figures 6 (d) and 7 (b). Note that the NSF nearest
neighbour pattern is �at to 11 orders of magnitude.

3.1.4 Spin Flip and Non-Spin Flip Scattering

Neutrons are charge-neutral with a nonzero magnetic moment. Scattering factors re-

ferred to so far relate to the change in momentum of the neutrons as they traverse the

crystal. By using a spin-polarized neutron beam it is possible to extract additional

information about the crystal by measuring the rotation of the neutrons' spins. Spin-

polarized measurements give information about magnetic correlations [44], which are

of interest in this study.

Unpolarized neutron scattering results for spin ices su�er from suppressed scattering

in the regions of the pinch points. A typical example is Figure 4 A of [45]. Fennell et al.

in 2009 [46] (and, independently, Chang et al. [47, 48]) used polarized neutron beams

to measure the scattering of spin �ipped and non-spin �ipped neutrons separately.

They found that the pinch points are visible in the spin �ipped pattern, but that they

are obscured by corresponding regions of low intensity in the non-spin �ipped pattern

when unpolarized neutrons are used. They ran Monte Carlo simulations of the nearest
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neighbour model and found that the spin �ipped patterns agreed with experiment, but

that the non-spin �ipped numerical results showed no scattering. This, they argued,

explained why theory was able to predict the pinch points before a well established

experimental observation was made.

Based on Fennell's work [46, 49] I was able to calculate the spin �ipped and non-

spin �ipped neutron scattering patterns for both the nearest neighbour model and the

dipolar model. I chose ẑ along
[
110
]
, perpendicular to the scattering plane (hh l ),

and for a beam along K ∈ (hh l ) I chose x̂ ‖ K and ŷ⊥K. With these choices, the

component Syy (K) gives the spin �ipped scattering (SF) and Szz (K) the non-spin

�ipped scattering (NSF). From Equation 22, this gives the results:

SF: Syy (K) =
1

2l2 + 4h2
( l, l,−2h) ·M · Ω (K)−1 ·M † ·

 l

l

−2h

 (47)

NSF: Szz (K) =
1

2
(1,−1, 0) ·M · Ω (K)−1 ·M † ·

 1

−1

0

 . (48)

With the nearest neighbour model I �nd agreement with the results of [46]. Figures

9 (a) and (b) show the SF and NSF scattering for this model, and can be compared with

Figures 2 (d) and (e) of [46]. The NSF scattering is �at to eleven orders of magnitude.

Using the dipole model, however, I found I was able to reproduce the experimental

results to a good degree of accuracy. The experimental results are given in Figures 2

(a) and (b) of [46], and can be compared with my Figures 9 (c) and (d). This new

result con�rms the suggestion that it is dipolar interactions between spins which lead

to the pinch point scattering observed to date, and not the ice rules.

3.2 The Heisenberg System Y2Mo2O7

For the last part of my study I turn to the spin glass system yttrium molybdenate. Very

recent (as yet unpublished) neutron scattering experiments conducted by C. Wiebe et

al. at the University of Winnipeg have shown a ring of scattering in the (hh l ) plane

of radius ' 0.44. The ring persists to high temperatures, and is still very visible at

300K. Some results are reproduced in Figure 10 with the kind permission of C. Wiebe.

The new results are based on tests of a single crystal, and are consistent with previous

work on powdered samples [50]. The methods developed in this report readily carry

over to the Y2Mo2O7 system, which consists of Heisenberg spins on a pyrochlore lattice.

The dipolar interaction terms in this system are negligible, due to the relatively small

magnetic moment of the Mo4+ ions (1.5− 2µB [51]). Using the large N model for the
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case of Heisenberg spins, we have the neutron scattering factor

S (k) = (1, 1, 1, 1) ·

(λ14 − β
∑
n

JnV
(n) (k)

)−1 ·


1

1

1

1

 (49)

with λ given by the self-consistency condition that the average length of each spin

component must be one third:

1

3
=

1

4N

∑
k∈BZ

Tr

[
λ14 − β

∑
n

JnV
(n) (k)

]−1
. (50)

Figure 10: Experimental neutron scattering results reproduced with the kind per-
mission of C. Wiebe. All images show a ring of scattering of radius 0.3 . |k| < 1.
The central image is at T = 250K, whereas the other images are at T = 300K.

3.2.1 Next-Nearest Neighbour Terms

A ring of scattering of radius 0.44 in reciprocal space suggests real space correlations

around the length of the conventional unit cell (Figure 4 (a)), but no further. I began

by considering the case of �rst, second, and third nearest neighbour interactions, with

Jn>4 = 0. An important constraint on the couplings comes from the Curie-Weiss tem-

perature of Y2Mo2O7, which is ΘCW ' −200K (the sign indicates antiferromagnetism).

In general, to �rst order in J , we have the constraint [52, 53]:

S (S + 1)

3
(n1 J1 + n2 J2 + n3 J3) = ΘCW (51)

where ni is the number of ith nearest neighbours, and S (S + 1) is 〈S2〉. In yttrium

molybdenate there are 6 nearest neighbours and 12 each of 2nd and 3rd nearest neigh-

bours. Hund's rules give S = 1 for Mo4+, so the constraint becomes

4 ( J1 + 2 J2 + 2 J3) = −200K. (52)
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Figure 11: Neutron scattering plots in the (hh l ) plane for Y2Mo2O7 at T = 150K,
with a range of next nearest neighbour terms J2, J3. Each plot covers h ∈ [−2, 2] , l ∈
[−3, 3]; the arbitrary scale of each plot is normalized to the colourbar on the right.
The Curie Weiss constraint 4 (J1 + 2 J2 + 2 J3) = −200K is applied, meaning J1 is
ferromagnetic for J2+J3 < −25. The approximate location of the transition is marked
in the right hand diagram.

With this constraint applied I searched the parameter space J2, J3 ∈ [−30K, 10K]

(∴ J1 ∈ [70K,−90K]) in steps of 2K for a similar ring of scattering in the (hh l ) plane.

I searched this range for temperatures T = 10K, 50K, 100K, 150K, and 200K. A

tabulation of the resulting scattering patterns at T = 150K is shown in Figure 11,

where it can be seen that no such ring was found. Some plots show a ring-like structure

with a radius slightly greater than |k| = 1, but as the ring never closes in towards the

origin it would seem this is merely a coincidence. To eliminate the possibility that the

ring exists in a narrow region of parameter space which was overlooked by this search

it was necessary to �nd an analytic solution for the scattering. This is the purpose of

the next section.

3.2.2 Analytic Solution

Having the form of the nearest neighbour interaction matrices (Appendix B) it is possi-

ble to obtain an analytic solution for the large N neutron scattering intensity. With an

analytic solution the task of searching for a maximum in intensity reduces to the task

of searching for a zero of the �rst derivative (with second derivative negative). Neutron

scattering experiments show a circular ring of scattering in the (hh l) plane at a radius

of around 0.44. As the ring is circular, there should be no loss of generality in searching

the parameter space for a maximum intensity along the direction (0 0 l). For a fuller

search of the parameter space I included 4th nearest neighbour interactions. The total
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interaction matrix now takes the following form:

4∑
n=1

JnV
(n) (l) =


D A A B

A D B A

A B D B

B A B D

 (53)

with

A = 2 ( J1 + 2J2 + J4) cos

(
πl

2

)
+ 2J4 cos

(
3πl

2

)

B = 2 [ J1 + 2J2 cos (πl) + 2J4]

D = 2 [ J1 + 2J2 + 4J3(cos (πl)− 1) + 2J4] .

The neutron scattering intensity is given by Equation 20. With a change of variables

A′ = βA, B′ = βB, D′ = λ+ βD, this reduces to

S (l) = (1, 1, 1, 1) ·


D′ A′ A′ B′

A′ D′ B′ A′

A′ B′ D′ B′

B′ A′ B′ D′


−1

·


1

1

1

1

 (54)

and with some algebra this gives the �nal expression:

S (l) =
2 (A′ +B′ − 2D′)

A′2 + A′B′ +B′2 − (A′ +B′)D′ −D′2
. (55)

The derivatives of Equation 55 do not take illuminating analytic forms. They can

however be quickly evaluated numerically. To proceed, I wrote a FORTRAN code

which searched for maxima of S ( l ) (i.e. ∂S/∂l = 0 and ∂2S/∂l2 < 0) in the domain

l ∈ [0.3, 0.6]. The program searched a large region of parameter space: J2 , J3 , J4 ∈
[−30, 10], T ∈ [1, 200], with the constraint 4( J1 + 2J2 + 2J3 + 2J4) = θCW = −200K

(including the twelve 4th nearest neighbours).

The search routine found some results matching the required conditions. Closer

inspection revealed a small maximum around l = 0.5 which was overshadowed by a

large peak at l = 2 in each case. I adjusted the requirement on the second derivative to

give a more pronounced maximum, requiring ∂2S/∂l2 < −0.04, and further stipulated

that there must be no other maxima at higher l. Applying these conditions returned

no results in the stated parameter range, suggesting the nearest neighbour model is

insu�cient to explain the experimental data.
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Figure 12: Plots along (0 0 l ) of the neutron scattering intensity S (black, solid),
the �rst derivative ∂S/∂l (red, dashed), and the second derivative ∂2S/∂l2 (blue, dot-
dashed). All plots are for T/J1 = 50, with J2/J1 = 30 and J3/J1 = 25. The Lagrange
multiplier was set arti�cially high at λ = 50 (see Section 3.2.2 for discussion).

One possible loophole in the program, which I mention for completeness, was in

the evaluation of the Lagrange multiplier λ. Due to time and processing constraints

it was not possible for me to accurately determine λ for each loop of the program.

Instead I set the value to a high enough level that it was guaranteed to be larger than

the correct value. The e�ect of a large λ is to `smear out' the scattering pattern in a

similar manner to an increased temperature. Indeed, in the case Jn>1 = 0, changing λ

literally acts to renormalize the temperature in this manner. With further neighbour

interactions this is not quite true, but after many numerical checks it seems that too

high a λ will not change the qualitative behaviour of S ( l ); speci�cally, the zeroes of

∂S/∂l are una�ected. Sample plots of the analytic solution and its �rst two derivatives

are provided in Figure 12 for comparison with previous numerical plots.

4 Conclusions and Further Work

Research on spin ices is a very new �eld, dating back less than a decade. The existence

of a Coulomb phase in spin ices is widely accepted, but still lacks a full theoretical and

experimental backing. The previously accepted idea was that `pinch points' in neutron

scattering data are a demonstration of the enforcement of the ice rules (a 2-in 2-out

spin con�guration on each pyrochlore tetrahedron). If this were true it would make a

good case for the existence of the Coulomb phase, as violations of the ice rules at �nite

temperature take the form of monopole anti-monopole pairs. However, pinch points

are now known to exist into the high temperature paramagnetic regime, meaning they

can be produced by dipolar interactions in the absence of the ice rules. In this report I
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considered alternative evidence, using both the nearest neighbour and dipolar models

of spin ice in an attempt to expose peculiarities of the theory which could demonstrate

the existence of the Coulomb phase.

I �rst attempted to �nd some measure of pinch point width which could be used

to isolate the contributions from dipolar interactions and ice rule enforcement. Pinch

points in the dipolar model are in�nitely sharp at all temperatures, so I tried some

alternative measures of width in order to �nd a temperature dependence. While the

methods may be sound, the results were inconclusive as a result of the large N model's

inability to give a quantitatively accurate temperature dependence.

By considering the case of spin �ipped (SF) and non-spin �ipped (NSF) neutron

scattering, I provided further evidence in support of the idea that dipolar interactions

between spins must be taken into account to reproduce experimental results. I demon-

strated that the large N method applied to the nearest neighbour spin ice model leads

to a �at NSF scattering pattern, whereas applying large N to the dipolar model repro-

duces the checkerboard pattern seen in experiment.

One possible future route for exposing the Coulomb phase in spin ice is to focus on

the network of Dirac strings. Monopoles are freely di�using in nearest neighbour spin

ice, or have a Coulomb's law interaction in dipolar spin ice. In the U (1) gauge model the

string network is believed to renormalize the di�usion coe�cient for monopoles [17, 54].

Evidence for monopoles and the string network could be found by substantiating this

claim. A possible method could involve tempering the material by application of a

magnetic �eld. If we were to cool the crystal from high temperature we would expect

a state consisting of monopoles in a disordered and tangled network of strings, leading

to a small di�usion coe�cient. Applying a su�ciently high magnetic �eld along a

symmetry direction such as [100] can lead to 2-in 2-out ice rule enforcement across the

whole material [10, 55, 56], removing information about the string network. Removing

the �eld again should end in the same population of monopoles as before, but with a

less tangled string network, and a higher di�usion coe�cient. The di�usion coe�cient

can be inferred from a. c. susceptibility measurements [39, 57] and neutron scattering

data [17, 58].

Recent work [59] suggests that thermal quenches from the high temperature para-

magnetic regime to deep into the spin ice regime can lead to `non-contractible' defect

pairs. These are monopole anti-monopole pairs in neighbouring tetrahedra which can-

not annihilate due to the string network. Flipping the spin connecting these tetrahedra

would change them from 3-in 1-out (and vice versa) to 4-in 0-out (0-out 4-in), rather

than the desired 2-in 2-out. It is not known whether the cooling rates required are

unfeasible or unavoidable [39]. If the latter case is true, this gives some hope that the

tempering method could give some demonstration of the Coulomb phase.
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The spin glass material Y2Mo2O7 has recently been found to exhibit a ring of scat-

tering of radius ' 0.44 in the (hh l ) plane. Research into this phenomenon has not

formerly begun. I attempted to reproduce this result by applying the large N method to

the nearest neighbour model of spin glass. As dipolar e�ects are negligible in Y2Mo2O7

the nearest neighbour model is expected to be quite accurate for this material. Using

the exact solution for the neutron scattering I was able to show that the ring of scat-

tering cannot be reproduced by this model, meaning something of the physical system

is being neglected in this treatment.

To extend the nearest neighbour model there are two alterations which should �rst

be considered. The �rst is to allow the two inequivalent types of 3rd nearest neigh-

bour to have di�erent coupling strengths J3a and J3b. The possibility is considered in

reference [24], but not with speci�c reference to this problem. The second extension

is to include 5th nearest neighbours. Although the contribution from these neighbours

should be small, there are 24 of them. They are the furthest neighbours which �t in

the conventional unit cell, and are therefore around the distance required to generate

the observed peak in reciprocal space.

If it turns out that additional processes must be considered, there are again two

options which should be considered before all others. The �rst is to take into account

the Onsager reaction �eld [60, 61]. The large N and mean �eld treatments considered

in this report assume that the spin at site i feels a mean �eld from all the other spins

in the lattice, which contribute equally. In reality, the neighbouring spins are likely to

be `pulled along' with si, acting to screen the remaining �eld. Including the Onsager

reaction �eld in the scattering calculation may give a possible method of localizing the

ring to the observed radius. The second correction to the model considered is to include

quantum mechanical e�ects, which were completely neglected throughout this paper.

A possible quantum correction of interest takes the form of an additional term in the

Hamiltonian favouring nematicity of spins:

H = H0 −K
∑
〈i j〉

(si · sj)2

with K a small positive term, encouraging alignment.
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A Lattice De�nitions

I will list here lattice conventions used in this report. In all cases, Roman letters run

from 1-3, and Greek letters run from 1-4. Lengths of real space vectors are in units of

the conventional unit cell length (Figure 4 (a)). The choice of unit cell outlined here

contains four tetrahedra and sixteen spins. The three FCC basis vectors are denoted

by Ra, with Rα also including the origin. The three sublattice vectors are denoted

by ra, with rα including the origin. The four local Ising 〈111〉 axes are denoted by

zα. It will sometimes be necessary to refer to these four vectors as a 4 × 3 matrix,

Maα = [zα]a . The reciprocal lattice vectors for this choice of basis are denoted by Ga.

These conventions are summarized in Table 1.

FCC basis vect. Ra sublatt. vect. ra local Ising dir. zα recip. latt. vect. Ga

R1 = 1
2
[011] r1 = 1

4
[011] z1 = 1√

3
[111] G1 = (111)

R2 = 1
2
[101] r2 = 1

4
[101] z2 = 1√

3
[111] G2 = (111)

R3 = 1
2
[110] r3 = 1

4
[110] z3 = 1√

3
[111] G3 = (111)

Rα = {Ra , [000]} rα = {ra , [000]} z4 = 1√
3
[111] Gα = {Ga , (000)}

Table 1: Lattice conventions used in this report.

B Interaction Matrices

The adjacency matrices A(n) (k) are given by the Fourier transform of the structure

formed by nth nearest neighbours on the pyrochlore lattice [26, 62]. I provide the

�rst four here, using the convention of P. H. Conlon of adding multiples of the iden-

tity in order to interpret the Lagrange multiplier of Section 2.2 as a sti�ness. The

resulting matrices are termed `interaction matrices' V (n) (k) by Conlon, and I have

kept that convention. The sti�ness condition requires M · V (n) (0) to be a matrix

of zeroes. I have converted k-space vectors to Miller indices by dividing by 2π, i.e.

(h, k, l) = (kx, ky, kz) /2π. All matrices listed are real and symmetric. There are

two inequivalent sets of third nearest neighbours which could in theory have di�erent

couplings. Throughout this paper I have taken the two couplings to be equal. For a

discussion of the e�ects of varying these couplings, see reference [24].
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De�ning the convention cos
(
π
2

(x+ y + z)
)

= Cx,y,z, with x = −x:

A(1) (h, k, l) = 2


0 Ck,l Ch,l Ch,k

Cl,k 0 Ch,k Ch,l
Ch,l Ch,k 0 Ck,l
Ch,k Ch,l Ck,l 0



A(2) (h, k, l) = 2


0

(
C2h,k,l + Ck,2h,l

) (
Ch,2k,l + Ch,2k,l

) (
Ck,2l,h + Ck,2l,h

)(
C2h,k,l + Ck,2h,l

)
0

(
Ch,k,2l + Ch,k,2l

) (
Ch,2k,l + Ch,2k,l

)(
Ch,2k,l + Ch,2k,l

) (
Ch,k,2l + Ch,k,2l

)
0

(
C2h,k,l + C2h,k,l

)(
Ck,2l,h + Ck,2l,h

) (
Ch,2k,l + Ch,2k,l

) (
C2h,k,l + C2h,k,l

)
0


A(3) (h, k, l) = 2 diag

(
C2h,2k + C2h,2l + C2k,2l + C2h,2k + C2h,2l + C2k,2l

)

A(4) (h, k, l) = 2


0

(
C3k,l + C3l,k

) (
C3h,l + C3l,h

) (
C3h,k + C3k,h

)(
C3k,l + C3l,k

)
0 (C3h,k + C3k,h) (C3h,l + C3l,h)(

C3h,l + C3l,h

)
(C3h,k + C3k,h) 0 (C3k,l + C3l,k)(

C3h,k + C3k,h

)
(C3h,l + C3l,h) (C3k,l + C3l,k) 0



V (1) (k) = A(1) (k) + 214

V (2) (k) = A(2) (k) + 414

V (3) (k) = A(3) (k)− 1214

V (4) (k) = A(4) (k) + 414.

The distribution of nth nearest neighbours is given in Table 2.

Neighbour Distance Number Coupling

1st
√
2
4
a 6 J1

2nd
√

3
8
a 12 J2

3rd
√
2
2
a 6 + 6 J3 = J3a = J3b

4th
√
10
4
a 12 J4

Table 2: The distribution of nth nearest neighbours in the pyrochlore lattice. Dis-
tances are in terms of the conventional unit cell length a. The two inequivalent 3rd

nearest neighbours are taken to have the same coupling in this report.
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